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THE GENERIC RANK OF THE BAUM-BOTT MAP FOR DEGREE-2
FOLIATIONS ON EVEN-DIMENSIONAL PROJECTIVE SPACES

MIDORY KOMATSUDANI-QUISPE

Abstract. The Baum-Bott map associates to a one-dimensional foliation on a complex
manifold its Baum-Bott indexes at each singular point. The generic rank of this map on the
space of foliations on the projective plane is known. In this work, we give an upper bound of
the generic rank of the map for higher-dimensional projective spaces. We also determine the
generic rank for degree-2 foliations on higher even-dimensional projective spaces.
Additionally, we study the rank at the Jouanolou foliation.

1. Introduction

A one-dimensional holomorphic foliation on a complex manifold is given by a section of the
tensor product of the tangent bundle and a line bundle. Considering foliations with only isolated
singularities, Baum and Bott [2] showed that the Chern classes of the tensor product can be
calculated by some local invariants of the foliation around its singularities. These local invariants
are the Baum-Bott indexes of the holomorphic foliation. Therefore, if we know the Baum-Bott
indexes of a holomorphic foliation, we can know the Chern classes of the tensor product. Fixing
a line bundle, there are some universal relations among the Baum-Bott indexes, because each
relation does not depend on the chosen foliation. A general problem is to determine the number
of universal relations among these indexes.

For foliations on the projective plane P2 with fixed degree greather than 1, from [2] we obtain
one universal relation among the Baum-Bott indexes. Gómez-Mont and Luengo asked in [8]
if there are other hidden relations. Lins-Neto and Pereira [11] gave an answer. They defined
the Baum-Bott map for foliations on P2, which associates to a foliation with only isolated
singularities its Baum-Bott indexes. The question is equivalent to finding the generic rank of
this map. They found the generic rank of the map. As a consequense, they showed that the
unique relation among these indexes is the one given in [2]. They also determined the rank of
the local Baum-Bott map at the Jouanolou foliation. Later, Lins-Neto [10] studied the generic
fiber of this map for degree-2 foliations. In this case, the dimension of a generic fiber coincides
with the dimension of the automorphism group Aut(P2). A generic fiber is a finite union of
orbits of the action of Aut(P2) on the space of degree-2 foliations. He found the exact number of
orbits. A similar problem for quadric vector fields on C2 is to determine the universal relations
between the spectra of finite singularities and the characteristic numbers at infinity for a generic
quadratic vector field, which has been studied by Ramirez in [13].

The generic rank of the Baum-Bott map for foliations on the projective space P3 is computed
in [9], but only for some specific degrees.
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We extend the known results given for foliations on P2 and P3. We consider the Baum-Bott
map on the space of foliations on the projective space Pn with fixed degree d. We give un upper
bound for the generic rank of the map in terms of n and d. We compute the rank of the local
Baum-Bott map at the Jouanolou foliation on Pn. This give us a lower bound for the generic
rank. For n even and d = 2, we use this foliation to prove that the generic rank is the given
upper bound. In those cases, the generic fiber of the map is a finite union of orbits of the action
of Aut(Pn) on the space of foliations, and we determine the dimension of the generic fiber.

The paper is organized as follows. In Section 2 we define the Baum-Bott indexes for one-
dimensional holomorphic foliations on a complex compact manifold. Next, we determine the
Baum-Bott indexes of the Jouanolou foliation and finally, we estimate an upper bound for the
generic rank of the Baum-Bott map for foliations on the projective space.

Section 3 is devoted to the study of how the space of vector fields on the complex space, which
generate foliations on the projective space, is decomposed in terms of the automorphisms of the
Jouanolou foliation. This will be important for computing the rank of the local Baum-Bott map
at this foliation.

In the last section, we prove that the rank of the Baum-Bott map at the Jouanolou foliation
can be given in terms of n, d and some linear transformations. From this, we obtain the generic
rank for degree-2 foliations on even-dimensional projective spaces. We also explicitly calculate
its rank at the Jouanolou foliation on P3.

Acknowledgment: The author wishes to express her gratitude to Lins-Neto for suggesting
the problem and for many fruitfull conversations and also the referee for the constructive
comments.

2. Definitions and Results

2.1. Foliation and Baum-Bott indexes. Let M be a complex manifold. A one-dimensional
singular holomorphic foliation on M is locally defined by a covering (Uα)α∈A of M by open
subsets, a collection (Xα)α∈A of holomorphic vector fields, where each Xα is defined on Uα, and
a multiplicative cocycle (fαβ)Uα∩Uβ 6=∅, such that Xα = fαβXβ on Uα ∩ Uβ 6= 0. The cocycle
(fαβ) induces a holomorphic line bundle on M . This line bundle we denote it by T ∗F and we call
it the cotangent bundle of F . And TF = (T ∗F )∗ is the tangent bundle of F . A point p ∈ Uα is
a singular point of F if Xα(p) = 0. The singular set of F is the set of singular points of F and
we denote it by Sing(F). A singular point p ∈ Uα is non-degenerate if detDXα(p) 6= 0.

Analogously, a codimension 1 singular holomorphic foliation F on M can be defined locally
by a covering (Uα)α∈A of M by open sets, a collection of holomorphic 1-forms (ωα)α∈A, where
each ωα is defined on Uα, satisfying dωα ∧ ωα = 0, and a multiplicative cocycle (gαβ)Uα∩Uβ 6=∅
such that ωα = gαβωβ . The cocycle (gαβ) induces a holomorphic line bundle on M , the normal
bundle of F , we denote it by NF . A point p ∈ Uα is a singular point of F if wα(p) = 0. We
denote by Sing(F) the set of singular points of F .

LetM be a compact complex manifold of dimension n. Let us denote by TM the holomorphic
tangent bundle of M . We write ci for the i-th Chern class of a vector bundle on M . Let Ci
be the i-th elementary symmetric function of the eigenvalues of an n × n matrix and for any
multi-index ν = (ν1, . . . , νn) ∈ Zn≥0 set Cν = Cν11 Cν22 . . . Cνnn , see [15].

Baum and Bott [2] proved that the Chern classes of the tensor product of the tangent bundle
with any holomorphic line bundle on M are the sum of suitable indexes, which are called the
Baum-Bott indexes:
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Theorem 2.1 ([2, 14]). Let L be a holomorphic line bundle on M and ξ be a holomorphic
section of TM ⊗ L with isolated zeros. Consider the Chern classes:

cν(TM ⊗ L) = cν11 (TM ⊗ L) . . . cνnn (TM ⊗ L),

ν = (ν1, . . . , νn) ∈ Zn≥0 and ν1 + 2ν2 + . . .+ nνn = n.

Then ∫
M

cν(TM ⊗ L) =
∑

p: ξ(p)=0

Resp

{
Cν(Jξ)dz1 ∧ . . . ∧ dzn

ξ1 . . . ξn

}
,

where Jξ =

(
∂ξi
∂zj

)
is the Jacobian matrix and the Grothendieck residue symbol

Resp

{
Cν(Jξ)dz1 ∧ . . . ∧ dzn

ξ1 . . . ξn

}
is the Baum-Bott index Cν of ξ at p.

Regarding one-dimensional foliations on M as sections of TM ⊗L, where L is a holomorphic
line bundle on M , allows us to apply the Baum-Bott theorem to foliations with only isolated
singularities.

In what follows the set of foliations on M with cotangent bundle T ∗F = L will be denoted by
Fol(M,L) := PH0(M,TM ⊗ L). Let

Folred(M,L) := {F ∈ Fol(M,L) | all the singularities of F are non-degenerate}.

It is known that all the foliations in Folred(M,L) have the same number of singularities

N = N(L) = cn(TM ⊗ L).

Moreover, there is an explicit formula for the Baum-Bott indexes at non-degenerate singular
points in terms of the eigenvalues of the linear part of a germ of a vector field. Indeeed, let p(F)
be a non-degenerate singularity of a foliation F on M and XF be a germ of vector field which
defines F around p(F). Let ν = (ν1, . . . , νn) ∈ Zn≥0 with ν1 + 2ν2 + . . . + nνn = n. Then the
Baum-Bott index Cν of F at p(F) is

BBν(F , p(F)) =
Cν(DXF (p(F)))

det(DXF (p(F))
.

Remark 2.2. The projectivization of the n-tuple of eigenvalues of DXF (p(F)) allows us to
compute the Baum-Bott indexes of F at p(F). Conversely, if F is sufficiently generic, then the
projectivization of the n-tuple of eigenvalues associated to F at p(F) can be calculated in terms
of

BB1(F , p(F)), . . . , BBn−1(F , p(F)),

where

BB1 = BB(n,0,0,...,0), BB2 = BB(n−2,1,0,...,0), ...,

BBn−2 = BB(2,0,...,0,1,0,0), BBn−1 = BB(1,0,...,0,1,0).

From now on we focus on the case whereM is the projective space. A one-dimensional foliation
on the projective space Pn has cotangent bundle O(d−1), for some non-negative integer d. This
number is called the degree of the foliation. The set of degree-d foliations on Pn will be denoted
by

Fol(n, d) := PH0(Pn, TPn ⊗O(d− 1)).
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A foliation in Fol(n, d) can be defined in an affine coordinate system (Cn, (x1, . . . , xn)) by a
polynomial vector field of the form

X =

n∑
j=1

Qj(x)∂j +GR,

where Q1, . . . , Qn are polynomials of degree less than or equal to d, G is a homogeneous
polynomial of degree d, and R =

∑n
j=1 xj∂j is the radial vector field (see [15, Theorem 6.4.1]).

If n ≥ 2 and d ≥ 1, then we have

dimFol(n, d) = (n+ 1)

(
n+ d

n

)
−
(
n+ d− 1

n

)
− 1.

We denote by

Folred(n, d) := {F ∈ Fol(n, d) | all the singularities of F are non-degenerate}.

Remark 2.3. Note that Folred(n, d) is a Zariski open and dense subset of Fol(n, d). Moreover,
if a foliation F0 ∈ Folred(n, d) then it has exactly N = dn + dn−1 + . . .+ d+ 1 singularities.

2.2. The Baum-Bott indexes of the Jouanolou foliation. In this section we explicitly
calculate the Baum-Bott indexes of the Jouanolou foliation.

Let d ≥ 2. The degree-d Jouanolou foliation Jd on Pn can be defined in homogeneous
coordinates by the radial vector field in Cn+1 and the homogeneous vector field

XJd = (xd2, x
d
3, . . . , x

d
n+1, x

d
1).

The Jouanolou foliation is defined in the affine coordinates (x1, . . . , xn, 1) by the vector field

XJd =

n−1∑
i=1

(xdi+1 − xixd1)∂i + (1− xnxd1)∂n,

see [12].
Consider ξ a primitive N -th root of unity. Let A : Cn → Cn be the linear transformation

given by
A(x1, . . . , xn) = (α1x1, . . . , αn−1xn−1, αnxn),

where αj = ξ−(d
n+1−j+dn−j+...+d) for j = 1, . . . , n. Observe that pi = Ai−1(1, . . . , 1)

for i = 1, . . . , N give all the singular points of the foliation Jd.
Let us calculate the Baum-Bott indexes of the Jouanolou foliation. Since A∗(XJd) = ξdXJd ,

we have:
BBj(XJd , pi) = BBj(A

∗(XJd),A−1(pi)) = BBj(XJd , p1).

Then, it is enough to calculate the indexes at (1, . . . , 1) ∈ Cn. We now must find the elementary
symmetric functions of the eigenvalues of the matrix DXJd(1, . . . , 1). We have that

DXJd(1, . . . , 1) = −Id + dB,

where

B =



−1 1 0 . . . 0 0
−1 0 1 . . . 0 0

−1 0 0
. . . 0 0

...
...

...
. . . . . .

...
−1 0 0 . . . 0 1
−1 0 0 . . . 0 0


.
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Observe that Bn+1 = Id and its characteristic polynomial is

PB(λ) = λn + λn−1 + . . .+ 1.

Then the characteristic polynomial of DXJd(1, . . . , 1) is

det(λI +DXJd(1, . . . , 1)) =

n∑
j=0

Cn−j(DXJd(1, . . . , 1))λj =

n∑
j=0

dn−j(λ+ 1)j .

It follows that

Cj(DXJd(1, . . . , 1)) = (−1)j
j∑

k=0

(
n− j + k

k

)
dj−k. (2.1)

In particular, the Baum-Bott indexes at pi are determined by

BBj(Jd, pi) =
Cn−j1 (DXJd(1, . . . , 1))Cj(DXJd(1, . . . , 1))

Cn(DXJd(1, . . . , 1))

=

(d+ n)n−j
(

j∑
k=0

(
n−j+k
k

)
dj−k

)
dn + dn−1 + . . .+ d+ 1

, for j = 1, . . . , n− 1.

Applying Theorem 2.1 we obtain the following proposition.

Proposition 2.4. Let F ∈ Fol(n, d) with only isolated singularities. If d ≥ 2, then∑
p(F)∈Sing(F)

BBj(F , p(F)) = (d+ n)n−j

(
j∑

k=0

(
n− j + k

k

)
dj−k

)
.

2.3. The Baum-Bott map. We associate to each foliation its Baum-Bott indexes in the
following way. Set

∆ =
{

(ν1, . . . , νn) ∈ Zn≥0 | ν1 + 2ν2 + . . .+ nνn = n and νn 6= 1
}

= {N1, . . . , Nk}.

Let F0 ∈ Folred(M,L) with singular set Sing(F0) = {p01, . . . , p0N}. Then there is an open
neighborhood U ⊂ Folred(M,L) of F0, and there are holomorphic maps γ1, . . . , γN : U → M

such that Sing(F) = {γ1(F), . . . , γN (F)} and γj(F0) = p0j , for j = 1, . . . , N . The local Baum-
Bott map BB : U → (Ck)N is defined by:

F 7→ (BBN1
(F , γ1(F)), . . . , BBNk(F , γ1(F)), . . . ,

BBN1
(F , γN (F)), . . . , BBNk(F , γN (F))).

We extend the domain of the local Baum-Bott map to Folred(M,L) by symmetry. More
specifically, let SN be the group of permutations of N elements. We denote by (Ck)N/SN the
quotient of (Ck)N by the equivalence relation which identifies the points (z1, . . . , zN ) and
(zσ(1), . . . , zσ(N)), where zi ∈ Ck and σ ∈ SN . In this way we have the map
BB : Folred(M,L)→ (Ck)N/SN :

F 7→ [BBN1(F , γ1(F)), . . . , BBNk(F , γ1(F)), . . . ,

BBN1(F , γN (F)), . . . , BBNk(F , γN (F))],

where [z1, . . . , zN ] denotes the class of (z1, . . . , zN ) in (Ck)N/SN .
The global Baum-Bott map BB : Fol(M,L) 99K (Pk)N/SN is the rational map which extends

the Baum-Bott map given above.
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2.4. An upper bound for the generic rank of the Baum-Bott map. We see that the
Baum-Bott map is not dominant, which is clear from Theorem 2.1.

In the case of compact surfaces, the Baum-Bott Theorem 2.1 give us an explicit relation
between the indexes. Let F be a holomorphic foliation on a compact complex surface M , and
let NF denote the normal bundle of F .

Theorem 2.5 ([1, 3]). Let M be a compact complex surface. If the foliation F has only isolated
singularities, then ∑

p∈Sing(F)

BB(F , p) = NF .NF .

Moreover, if F is a degree-d foliation on P2, then we get∑
p∈Sing(F)

BB(F , p) = (d+ 2)2.

In the above statement the symbol BB(F , p) corresponds to the Baum-Bott index associated
to C2

1 of F at p.
Lins-Neto and Pereira [11] proved the following theorem.

Theorem 2.6 ([11, Theorem 1]). Let d ≥ 2. Then the maximal rank of the Baum-Bott map for
degree-d foliations on P2 is d2 + d. In particular, the dimension of a generic fiber of the map is
3d+ 2.

This means that the only relation between the Baum-Bott indexes for foliations on P2 is the
Baum-Bott relation given in Theorem 2.5.

Similarly, we can ask if there are other hidden relations between the Baum-Bott indexes of a
degree-d foliation on Pn. The question translates into finding the generic rank of the Baum-Bott
map. We denote by gr(n, d) the generic rank of the Baum-Bott map on Fol(n, d). In particular,
gr(n, 0) = 0. Indeed, any foliation of degree zero has only one singularity and in some affine
coordinate system Cn ⊂ Pn the foliation is defined by the radial vector field. For degree greather
than zero we have the following proposition.

Proposition 2.7. Let d ≥ 2. Then:
(a) gr(n, 1) = n− 1;
(b) gr(2, d) = d2 + d;
(c) if n ≥ 3, then gr(n, d) ≤ dimFol(n, d)− dim Aut(Pn).

Proof. We will find two upper bounds of gr(n, d). The minimum of these will imply (c). Finally,
we will see that for (a) and (b) the minimum is sharp.

We claim that gr(n, d) ≤ (N −1)(n−1). Indeed, the Baum-Bott indexes of a generic foliation
depend on BB1, . . . , BBn−1. By Theorem 2.1 we have at least (n − 1) relations among these
indexes. Therefore

gr(n, d) ≤ (n− 1)N − (n− 1) = (N − 1)(n− 1). (2.2)
We now estimate the second upper bound. Note that the Baum-Bott map is invariant by

the action of the automorphism group Aut(Pn). Let Orb(F) be the orbit of the foliation F
and Stab(F) be its stabilizer. Considering a generic foliation F and a generic fiber F of the
Baum-Bott map and applying the fiber dimension theorem leads to

dimOrb(F) = dim
Aut(Pn)

Stab(F)
≤ dimF = dimFol(n, d)− gr(n, d). (2.3)

In order to get the upper bound, it is necessary to compute dim Stab(F). First, consider d ≥ 2.
We know that an automorphism is uniquely determined by n + 2 points in generic position.
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The singular set of a generic foliation has more than n + 2 points and it is invariant by every
automorphism in the stabilizer of the foliation. Hence the stabilizer contains only the identity
automorphism and (2.3) becomes

gr(n, d) ≤ dimFol(n, d)− dim Aut(Pn). (2.4)

Consider d = 1. A generic foliation is generated by a homogeneous vector field in Cn+1 of the
form:

X = λ1x1∂1 + . . .+ λn+1xn+1∂n+1, where λ1, . . . , λn+1 ∈ C∗. (2.5)

Let A be an (n+ 1)× (n+ 1) matrix that determines an automorphism in the stabilizer of the
foliation. Then A−1 ·X ◦A = µX, for some µ ∈ C∗. Since the foliation is generic, we can choose
λ1, . . . , λn+1 to be generic. It follows that A is a diagonal matrix. Replacing in (2.3) we obtain

gr(n, 1) ≤ n− 1. (2.6)

Let us conclude the proof. For d ≥ 2 we take the minimum to the right sides of (2.2) and
(2.4). If n = 2, then the minimum is d2 + d, and by Theorem 2.6 we obtain (b). If n ≥ 3, then
we get (c). For d = 1 the minimum of the right sides of (2.2) and (2.6) is n − 1. Showing that
there is a foliation such that its rank at the Baum-Bott map is n − 1 yields gr(n, 1) = n − 1.
Since the map

[λ = (λ1, . . . , λn)]P 7→ [Cn1 (λ), . . . , Cn−i1 (λ)Ci(λ), . . . , Cn(λ)]P,

defined on some open subset of Pn−1, is a bijection and a generic foliation is generated by a
vector field of the form (2.5), we obtain (a). �

In particular, we have:

Corollary 2.8. For degree-1 foliations on Pn, a generic fiber of the Baum-Bott map has
dimension n(n+ 1). It is a finite union of orbits of the action of Aut(Pn) on Fol(n, 1).

Remark 2.9. For d = 2, . . . , 9 and n = 3, the upper bound given in (c) is sharp; see
[9, Theorem 2.3.1].

Remark 2.10. We have dimFol(2, 2)− dim Aut(P2) = gr(2, 2).

Remark 2.11. Since gr(2, 1) = 1, it follows that the Camacho-Sad index over an invariant line
gives the extra condition among the Baum-Bott indexes, see [4, p. 592].

Remark 2.12. Let n ≥ 2 and d ≥ 2. The dimensions of a generic fiber of the Baum-Bott map
and Aut(Pn) coincide if and only if

gr(n, d) = dimFol(n, d)− dim Aut(Pn).

2.5. Statements of main results. For simplicity of notation, let BB stand for the Baum-Bott
map restricted to the Baum-Bott indexes BB1, . . . , BBn−1.

In general, finding the rank of the Baum-Bott map at a random foliation is difficult. Lins-Neto
and Pereira [11] calculate the rank of the Baum-Bott map at the Jouanolou foliation on P2.

Theorem 2.13 ([11, Theorem 2]). For any d ≥ 2, the rank of the local Baum-Bott map at Jd
on P2 is

d2 + 7d− 6

2
.

In particular, if d = 2, 3, then rank(BB,Jd) = d2 +d, and if d ≥ 4, then rank(BB,Jd) < d2 +d.
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For higher dimensional projective spaces, we compute the rank at the Jouanolou foliation
in terms of some linear transformations. Let J = {j1, . . . , jr} be an ordered set. Let Vj , for
j ∈ J , be vectors of same dimension. We denote [Vj ]j∈J = [Vj1 . . . Vjr ], the matrix whose ordered
column vectors are Vj1 , . . . , Vjr . Let n, d ∈ Z, and I = (i1, . . . , in) ∈ Zn≥0, we define the linear
transformation Md,I : Cn → Cn−1 given by the matrix:

Md,I =


(ij+1 − ij)d+ (ij+2 − ij+1)(d+ 1)

ij+3 − ij+2

...
ij+n − ij+n−1


1≤j≤n

,

where in+1 = d− 1− (i1 + . . .+ in). We are identifying ij = ij mod (n+1). Consider the C-vector
space

Vd := H0(Pn, TPn ⊗OPn(d− 1)).

Theorem 2.14. Let n ≥ 3 and d ≥ 2. The rank of the local Baum-Bott map
BB : Folred(n, d)→ (Cn−1)N at the degree-d Jouanolou foliation is

dimVd − n(n+ 1)−
∑
I∈Zn≥0

|I|≤d−1

dim ker(Md,I) , if n is even;

dimVd − n(n+ 1)−
∑
I∈Zn≥0

|I|≤d−1

dim ker(Md,I)−
(n+ 1)

2
, if n is odd.

Observe that the Jouanolou foliation give us a lower bound for the generic rank of the Baum-
Bott map.

For degree-2 foliations on Pn, with n even, we obtain:

Theorem 2.15. Let n ≥ 2 be an even number. The generic rank of the Baum-Bott map for
degree-2 foliations on Pn is

dimFol(n, 2)− dim Aut(Pn) = (n− 1)
(n+ 1)(n+ 2)

2
.

As a consequence, we get

Corollary 2.16. Let n ≥ 2 be an even number. A generic fiber of the global Baum-Bott map
defined on Fol(n, 2) has dimension dim Aut(Pn). The generic fiber is a finite union of orbits of
the action of Aut(Pn) on Fol(n, 2).

In the other cases, the rank at the Jouanolou foliation is stricly less than the upper bound
given in Proposition 2.7.

Proposition 2.17. If n ≥ 3, then the rank of the local Baum-Bott map

BB : Folred(n, d)→ (Cn−1)N

at the degree-d Jouanolou foliation, for degree d greater than two, is strictly less than the upper
bound given in Proposition 2.7. The same holds for degree d = 2 with odd dimension n.

Proof. Observe that rankMd,I ≤ n− 1. Then the result follows from Theorem 2.14. �

We can explicitly estimate the rank of the local Baum-Bott map at the Jouanolou foliation
on P3.
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Theorem 2.18. Let d ≥ 2. The rank of the local Baum-Bott map at the degree-d Jouanolou
foliation Jd on the projective space P3 is

dimVd − 16−
((
d+2
3

)
− 2
)
, if d = 0 mod (2);

dimVd − 16−
((
d+2
3

)
+ d−3

2

)
, if d = −1 mod (4);

dimVd − 16−
((
d+2
3

)
+ d−1

2

)
, if d = 1 mod (4).

One may conjecture that

Conjecture. For n, d ≥ 2, the generic rank of the Baum-Bott map

BB : Fol(n, d) 99K (Pk)N/SN

is
min{dimFol(n, d)− dim Aut(Pn), (N − 1)(n− 1)}.

3. Eigenspaces Associated to the Jouanolou Foliation

The goal of this section is to decompose the space of vector fields in Cn, which generate
foliations on Pn of a given degree, into the eigenspaces of a certain operator which is derived
from an automorphism leaving the Jouanolou foliation invariant. Moreover, we identify the
generators of the eigenspaces. This will help us to find the rank of the Baum-Bott map at the
Jouanolou foliation, we will see this in Section 4.

From now on, consider n ≥ 3 and d ≥ 2. We use the notation of subsection 2.2.
Let S : Cn 99K Cn be the map given by

S(x1, . . . , xn) =
1

xn
(1, x1, . . . , xn−1).

The maps A and S define automorphisms on Pn that leave invariant the Jouanolou foliation.
The pull-back maps associated to A and S are

A∗ : Vd → Vd and S∗ : Vd → S∗(Vd),

respectively. They are defined by

A∗(X) = DA−1.X ◦A and S∗(X) = DS−1.X ◦ S.

Given I = (i1, . . . , in) ∈ Zn, we set xI = xi11 . . . x
in
n and |I| = i1 + . . .+ in. Note that the set

Bd = {xI∂k, xRR | I, R ∈ Zn≥0, |I| ≤ d, |R| = d, and k = 1, . . . , n}

is a basis of Vd. It is also a basis of eigenvectors of A∗. The eigenvalues are N -th roots of unity.
Let

Ej = {V ∈ Vd | A∗V = ξjV }
be the eigenspace of the operator A∗ associated to the eigenvalue ξj . Set α = (α1, . . . , αn). We
have the following lemma.

Lemma 3.1. Every vector in Bd is an eigenvector of A∗ : Vd → Vd and Vd =
N⊕
j=1

Ej.

Moreover, if xI∂k and xRR ∈ Bd, then

A∗(xI∂k) = α−1k αIxI∂k and A∗(xRR) = αRxRR.
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Now, our goal is to write the generators of each eigenspace in terms of S∗. For this purpose,
we need to study how the map S∗ acts in Vd. In general, S∗ applied to a vector in Vd has xd−1n

as a pole. Therefore, we define

S̃∗ : Vd → Vd, S̃∗ := xd−1n S∗.

Lemma 3.2. Let I = (i1, . . . , in) ∈ Zn≥0 such that |I| ≤ d, and set in+1 = d− |I|. Then

S̃∗(xI∂1) = −xi21 . . . x
in
n−1x

in+1
n R,

S̃∗(xI∂k) = xi21 . . . x
in
n−1x

in+1
n ∂k−1 for k = 2, . . . , n, and

S̃∗(xIR) = −xi21 . . . x
in
n−1x

in+1
n ∂n.

This operator maps eigenspaces into eigenspaces.

Lemma 3.3. Let f(k) = (dk − d2 + d) mod (N). Then

(1) S̃∗(Ek) = Ef(k), and

(2) XJd =
n∑
j=0

(S̃∗)j(∂n).

Proof. To obtain (1), it suffices to show thatA∗◦S̃∗ = ξ−d(d−1)S̃∗◦(A∗)d. From S−1◦A◦S = Adn

we have S−1◦Ad◦S = Adn+1

= A. Hence S◦A = Ad◦S and we deduce thatA∗◦S∗ = S∗◦(A∗)d.
It follows that

xd−1n A∗ ◦ S∗ = S̃∗ ◦ (A∗)d. (3.1)
Since A∗ ◦ (xnS

∗) = ξ−dxnA
∗ ◦ S∗, we have

xd−1n A∗ ◦ S∗ = ξd(d−1)A∗ ◦ S̃∗. (3.2)

From (3.1) and (3.2), we conclude that A∗ ◦ S̃∗ = ξ−d(d−1)S̃∗ ◦ (A∗)d.
By Lemma 3.2 we obtain item (2). �

Set αn+1 = 1. The automorphisms A and S are given in homogeneous coordinates by A and
S, respectively, where

A(x1, . . . , xn+1) = (α1x1, . . . , αnxn, αn+1xn+1)

S(x1, . . . , xn+1) = (xn+1, x1, . . . , xn)

The automorphism A generates a subgroup of order N and S generates a cyclic subgroup of
order (n + 1) of the automorphism group Aut(Pn). Analogously, the automorphisms A and S
induce operators A∗,S∗ : Vd → Vd, where Vd is the space of homogeneous vector fields in Cn+1

of degree d.
Let us fix some notations. Given I = (i1, . . . , in+1) ∈ Zn+1

≥0 , we set xI = xi11 . . . x
in+1

n+1 and
|I| = i1 + . . .+ in+1. Let

Bd = {xI∂k ∈ Vd | |I| = d, and k = 1, . . . , n+ 1}.
Denote

Ej = {V ∈ Vd | A∗V = ξjV }
the eigenspace of A∗ associated to ξj .

Let I = (i1, . . . , in+1) ∈ Zn+1
≥0 such that |I| = d, we write I = (i1, . . . , in). Observe that the

eigenvalue of the operator A∗ on the vector xI∂k is the same as the eigenvalue of the operator A∗
on the vector xI∂k, if k ≤ n, and −xIR, if k = n+ 1. We also see that S∗ evaluated in xI∂k has
the same image in Vd as S̃∗ at xI∂k, if k ≤ n, and −xI∂kR, if k = n+ 1. Let αI = αi11 . . . α

in+1

n+1 .
We obtain similar lemmas for A and S.
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Lemma 3.4. Every vector in Bd is an eigenvector of A∗ : Vd → Vd with eigenvalue some N th

rooth of unity. Moreover, Vd =
N⊕
j=1

Ej and if xI∂k ∈ Bd, then

A∗(xI∂k) = α−1k αIxI∂k. (3.3)

Identifying ∂k = ∂k mod (n+1), we have:

Lemma 3.5. The operator S∗ : Vd → Vd maps eigenspaces of A∗ into eigenspaces of A∗.
Furthermore, if xI∂k ∈ Bd, then S∗(xI∂k) = xS

−1(I)∂k−1.

We can identify the monomials of degree d in n+1 variables with the monomials in n variables
of degree at most d with the following correspondence:

xi11 . . . x
in
n x

in+1

n+1 7→ xi11 . . . x
in
n , where i1 + . . .+ in + in+1 = d.

In the following lemma we extend the identifications to vector fields.

Lemma 3.6. Let I = (i1, . . . , in, in+1) ∈ Zn+1
≥0 such that |I| = d, and set I = (i1, . . . , in). If we

identify xI∂k with xI∂k for k = 1, . . . , n, and xI∂n+1 with −xIR, then
A∗(xI∂k) = A∗(xI∂k), A∗(−xIR) = A∗(xI∂n+1).

S̃∗(xI∂k) = S∗(xI∂k), S̃∗(−xIR) = S∗(xI∂n+1).

Consequently, we can identify an eigenspace of A∗ with a subspace of an eigenspace of A∗.
We can subsequently apply S∗ to a fixed eigenspace of A∗ until one eigenvector is of the form
xI∂1. It follows that it suffices to study the eigenspaces that contain an eigenvector xI∂1 ∈ Bd.
We identity xk = xk mod (n+1).

Lemma 3.7. Let xI∂1 and xJ∂k be vector fields in Bd contained in the same eigenspace of A∗.
(1) If k = 1, then I = J.
(2) If i1 > 0, then there exists Ĩ ∈ Zn+1

≥0 with |̃I| = d− 1 such that xI = x1x
Ĩ and xJ = xkx

Ĩ.
(3) If i1 = 0 and i2 = d, then xI = xd2 and xJ = xdk+1.
(4) If i1 = 0 and i2 < d,

(a) if k = 2, then there exists r ∈ {3, . . . , n+ 1} such that xI = xd−12 xr and xJ = xdr+1.
(b) if 3 ≤ k ≤ n, then xI = xd−1k xn+1 and xJ = xd−11 xk−1.
(c) if k = n+ 1, then there exists r ∈ {2, . . . , n} such that xI = xdr+1 and xJ = xd−11 xr.

Proof. (1) Suppose, contrary to our claim, that I 6= J. By equation (3.3) there exists K ∈ Z
such that

KN =(i1 − j1)dn + (i1 + i2 − (j1 + j2))dn−1 + . . .+

(i1 + . . .+ in−1 − (j1 + . . .+ jn−1))d2+

(i1 + . . .+ in − (j1 + . . .+ jn))d. (3.4)

The above relation and N = 1 mod (d) imply that d divides K. We claim that K = 0. In
effect, since i1 + . . .+ ir ≤ d and j1 + . . .+ jr ≤ d for r = 1, . . . , n, we have −dN < KN < dN .
It follows that −d < K < d. Since d divides K we have K = 0. Now (3.4) becomes

0 =(i1 − j1)dn−1 + (i1 + i2 − (j1 + j2))dn−2 + . . .+

(i1 + . . .+ in−1 − (j1 + . . .+ jn−1))d+

(i1 + . . .+ in − (j1 + . . .+ jn)). (3.5)

Hence (i1 + . . .+ in − (j1 + . . .+ jn)) = 0mod(d). We have three cases.
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Case 1. If i1 + . . . + in = (j1 + . . . + jn) + d, then j1 = . . . = jn = 0. From this and (3.5)
we obtain i1d

n−1 + (i1 + i2)dn−2 + . . . + (i1 + . . . + in−1)d + (i1 + . . . + in) = 0. This gives
i1 = . . . = in = 0, which is a contradiction.

Case 2. If i1 + . . . + in = j1 + . . . + jn − d, then as in the proof of Case 1, we obtain a
contradiction.

Case 3. If i1 + . . .+ in = j1 + . . .+ jn, then we have

0 =(i1 − j1)dn−2 + (i1 + i2 − (j1 + j2))dn−3 + . . .+

(i1 + . . .+ in−2 − (j1 + . . .+ jn−2))d+

(i1 + . . .+ in−1 − (j1 + . . .+ jn−1)).

Hence ((i1 + . . .+ in−1)− (j1 + . . .+ jn−1)) = 0 mod (d). It follows that

i1 + . . .+ in−1 = j1 + . . .+ jn−1.

Continuing this proccess, we get I = J. This contradicts our initial assumption.
(2) Let i1 > 0. Then there exists Ĩ ∈ Zn+1

≥0 such that xI = x1x
Ĩ. From Lemma 3.4 we deduce

that x1xĨ∂1 and xkxĨ∂k belong to the same eigenspace. Combining Lemma 3.5 with item (1) we
conclude that xJ = xkx

Ĩ.
Similar arguments apply to the proofs of items (3) and (4). �

Now we are able to count the number of eigenspaces with same dimension. Let b·c be the
floor function. Set

E2j =< xd−12 xj∂1, x
d
1+j∂2 >, Ej =< xd−1j xn+1∂1, x

d−1
1 xj−1∂j > .

We define

D = {x1xĨ, xd−12 xj , x
d−1
j xn+1, x

d
j | Ĩ ∈ Zn+1

≥0 with |̃I| = d− 1, and 2 ≤ j ≤ n+ 1}.

Theorem 3.8. The operator A∗ : Vd → Vd has
(
n+d
n

)
+ n

(
n+d−1
n−1

)
− (n − 1) 3n+4

2 non-trivial
eigenspaces. More precisely:

(1) There is one eigenspace of dimension n+ 1, which is

Ed =< xd2∂1, . . . , x
d
n∂n−1, ∂n, x

d
1R > .

(2) There are
(
n+d−1
n

)
eigenspaces of dimension n. They are of the form

< x1x
I∂1, . . . , xnx

I∂n >, where |I| = d− 1.

(3) There are (3n−4)(n+1)
2 eigenspaces of dimension two. These are

(a) (S∗)k(E2j ) for j = 3, . . . , n+ 1 and k = 0, . . . , n;
(b) (S∗)k(Ej) for j = 3, . . . ,

⌊
n+2
2

⌋
and k = 0, . . . , n. If n is an odd number, then we

also have j = n+3
2 with k = 0, . . . , n−12 .

(4) There are (n+ 1)
[(
n+d−1
n−1

)
− 3(n− 1)

]
eigenspaces of dimension 1. These are generated

by (S∗)k(xI∂1) for k = 0, . . . , n such that xI /∈ D.
The list is complete and each eigenspace of A∗ corresponds to exactly one of the spaces given in
the above items.

Proof. From Lemma 3.1 we see that every element in Bd is an eigenvector of A∗. Similarly,
Lemma 3.4 shows that the same being true for Bd and A∗. Let E be an eigenspace of A∗.
By Lemma 3.6, E is included in an eigenspace E of A∗ and these eigenspaces are equal if no
xI∂n+1 ∈ Bd with in+1 > 0 belongs to E. Therefore, we will focus on the eigenspaces of A∗.
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Fix k ∈ {1, . . . , n + 1}. Combining Lemma 3.5 and item 1 of Lemma 3.7 we conclude that
each eigenspace of A∗ contains at most one eigenvector of the form xI∂k ∈ Bd.

(1) According to item 3 of Lemma 3.7, there is one eigenspace of A∗ generated by xj+1∂j , for
j = 1, . . . , n+ 1. The corresponding eigenspace of A∗ is Ed.

(2) Let I ∈ Zn+1
≥0 with |I| = d − 1. By item 2 of Lemma 3.7 the vectors

x1x
I∂1, . . . , xn+1x

I∂n+1 belong to the same eigenspace of A∗. The corresponding eigenspace of
A∗ is < x1x

I∂1, . . . , xnx
I∂n >. There are

(
n+d−1
n

)
eigenspaces of this kind.

(3) Let E be an eigenspace of A∗ of dimension 2. By Lemmas 3.2 and 3.3 there is some k such
that (S̃∗)k(E) can be identified with the eigenspace < xI∂1, x

J∂1+j > of A∗, for some I, J ∈ Zn+1
≥0

and 0 < j < n. Lemma 3.5 implies that E corresponds to the eigenspace

(S∗)n+1−k(< xI∂1, x
J∂1+j >)

of dimension 2 of A∗. By item 4 of Lemma 3.7 the eigenspaces of dimension 2 of A∗ are:
(S∗)k(< xd−12 xj∂1, x

d
1+j∂2 >) for j = 3, . . . , n+ 1 and k = 0, . . . , n,

(S∗)k(< xd−12+jxn+1∂1, x
d−1
1 x1+j∂2+j >) for j = 1, . . . , n− 2 and k = 0, . . . , n.

We now want to exclude the repeated eigenspaces. We have two cases:
Case 1. Suppose

(S∗)k(< xd−12 xj∂1, x
d
1+j∂2 >) =< xd−12 xr∂1, x

d
1+r∂2 >)

for some j, r, k ∈ Z such that 3 ≤ j < r ≤ n+ 1 and 1 ≤ k ≤ n. Then
< xd−22−kxj−k∂1−k, x1+j−k∂2−k >=< xd−12 xr∂1, x

d
1+r∂2 >,

which is impossible. We conclude item (a).
Case 2. Let

(S∗)k(< xd−1j xn+1∂1, x
d−1
1 xj−1∂j >) =< xd−1r xn+1∂1, x

d−1
1 xr−1∂r >

for some j, r, k ∈ Z such that 3 ≤ j < r ≤ n and k = 1, . . . , n. Hence

xd−1j−kxn+1−k∂n+2−k = xd−11 xr−1∂r

and xd−1n+2−kxn+j−k∂j−k = xd−1r xn+1∂1. It follows that k = j − 1 and r = n + 3 − j. Therefore
(S∗)j−1(Ej) = En+3−j . We deduce that (S∗)k(Ej) generates different eigenspaces in the following
cases:

if n is even: j = 3, . . . , n+2
2 and k = 0, . . . , n.

if n is odd: j = 3, . . . , n+1
2 and k = 0, . . . , n. We also have the case j = n+3

2 with
k = 0, . . . , n+3

2 .
We conclude item (b).

(4) Using the same arguments of the above proof we obtain that the eigenspaces of dimension
1 of A∗ correspond to eigenspaces of A∗ generated by (S∗)k(xI∂1), for k = 0, . . . , n. We use
Lemma 3.7 to exclude the vector xI∂1 which belong to eigenspaces of dimension greather than
1. Thus we conclude the proof. �

4. The Rank at the Jouanolou Foliation

We state some lemmas which will helps us estimate the rank of the local Baum-Bott map at
the Jouanolou foliation. We will show that the rank can be computed by using only one singular
point of the foliation. The computation relies on the eigenspaces of the space Vd of the previous
section.

Since the singularities of XJd are non-degenerate, there exists a neighborhood U of XJd
in Vd and holomorphic maps γj : U → Cn, for j = 1, . . . , N , such that γj(XJd) = pj and
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Sing(X) = {γ1(X), . . . , γN (X)}, for all X ∈ U . The local Baum-Bott map can be written on U
as

BB(X) = (BB1(X, γ1(X)), . . . , Bn−1(X, γ1(X)),
... . . .

...
BB1(X, γN (X)), . . . , BBn−1(X, γN (X))).

In this way, we only need to compute the rank of the linear map

DBB(XJd) : Vd → C(n−1)N .

For simplicity we denote by

Tj := (DBB1(XJd , pj), . . . , DBBn−1(XJd , pj)) : Vd → Cn−1

for 1 ≤ j ≤ N , and

DBB(XJd) = T := (T1, . . . , TN ).

We will prove that T can be factorized into a product of a non-singular matrix and a block
diagonal matrix. More specifically, we have the following lemma:

Lemma 4.1. The rank of the Baum-Bott map at the Jouanolou foliation is

rankT =

N∑
i=1

rankT1|Ei .

Proof. Set pN+1 = p1. We fix k and j such that 1 ≤ k ≤ n − 1 and 1 ≤ j ≤ N . Let V ∈ Vd.
We claim that

DBBk(XJd , pj+1).V = ξ−dDBBk(XJd , pj).A
∗(V ). (4.1)

Indeed, we know that if X is a vector field in Cn with a non-degenerate singular point p, then
BBk(A∗X, p) = BBk(X,A−1(p)). Consider r > 0 such that XJd + tV ∈ U for all t ∈ C with
|t| < r. Set ρj(t) := γj(XJd + tV ). Since A∗XJd = ξdXJd , it follows that

BBk(XJd + tV, ρj+1(t)) = BBk(ξdXJd + tA∗(V ),A−1(ρj+1(t)))

= BBk(XJd + tξ−dA∗(V ),A−1(ρj+1(t))).

Taking the derivative with respect to t at t = 0, we get

DBBk(XJd , pj+1).V = DBBk(XJd , pj).ξ
−dA∗(V )

= ξ−dDBBk(XJd , pj).A
∗(V ).

Let V be an eigenvector of A∗ associated to the eigenvalue ξi. Equation (4.1) implies

Tj(V ) = ξ(j−1)(i−d)T1(V ).
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Choosing a basis for each eigenspace Ei associated to the eigenvalue ξi leads to

T =


T1|E1 T1|E2 . . . T1|EN
T2|E1 T2|E2 . . . T2|EN

...
...

...
...

TN |E1
TN |E2

. . . TN |EN



=


T1|E1 T1|E2 . . . T1|EN

ξ(1−d)T1|E1
ξ2−dT1|E2

. . . ξN−dT1|EN
...

...
...

...
ξ(N−1)(1−d)T1|E1

ξ(N−1)(2−d)T1|E2
. . . ξ(N−1)(N−d)T1|EN



= M


T1|E1

0 . . . 0
0 T1|E2

0 0

0 0
. . . 0

0 0 0 T1|EN

 ,
where M ∈M(C, (n− 1)N) given by

M =


Id Id . . . Id

ξ(1−d)Id ξ2−dId . . . ξN−dId
...

...
...

...
ξ(N−1)(1−d)Id ξ(N−1)(2−d)Id . . . ξ(N−1)(N−d)Id


and Id is the (n− 1)× (n− 1) identity matrix. Since det(M) 6= 0, the lemma follows. �

In order to compute the rank of T using Lemma 4.1 we have to compute the rank of T1 at
each eigenspace of A∗. Since S̃∗ maps eigenspaces into eigenspaces (see Lemma 3.3), it suffices
to study T1 restricted to some convenient eigenspaces:

Lemma 4.2. Let V ∈ Vd and let I ∈ Zn+1
≥0 such that |I| = d. Then T (S̃∗(V )) = T (V ) and

T1(xI∂k) = T1(xS
−1(I)∂k−1), for k = 1, . . . , n+ 1. Furthermore, Ed ⊂ ker(T ).

Proof. To obtain the first assertion of the lemma, let Q ∈ C[x1, . . . , xn] of degree less than or
equal to d. For t ∈ C, we have

xd−1n S∗(XJd + tQ∂1) = XJd − tQ(
1

xn
,
x1
xn
, . . . ,

xn−1
xn

)xdnR.

Consider ρj(t) the singular point of XJd + tQ∂1 such that ρj(0) = pj . Note that S−1(ρj(t)) goes
to pj as t goes to zero. Therefore

T (Q∂1) = T
(
−Q(

1

xn
,
x1
xn
, . . . ,

xn−1
xn

)xdnR
)
.

The proof for the other cases is similar.
To prove T1(xI∂k) = T1(xS

−1(I)∂k−1), we apply the first part of this lemma and Lemma 3.6.
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Finally, in order to get the last conclusion, we observe that

BB(XJd + tXJd , ρ1(t)) = BB(XJd , p1),

then we get T (XJd) = 0. From Lemma 3.3, we have

T (XJd) = T (

n∑
k=0

(S̃∗)k(∂n)) = (n+ 1)T (∂n).

Therefore T (∂n) = 0 and Ed ⊂ ker(T ). �

Let V ∈ Vd, we define P(V ) = {xIV ∈ Bd | I ∈ Zn≥0 and |I| ≤ d}. From the previous lemma
it is enough to calculate the map T1 on vectors in P(∂1). All we need is find the derivative of
the elementary symmetric functions of the eigenvalues with respect to those vectors.

Lemma 4.3. Let Q be a polynomial in n variables such that Q(p1) = 0 and let t ∈ C. Set
X(t) = XJd + tQ∂1 and define Ci(t) = Ci(DX(t)(p1)). Then we have

C ′1(0) = ∂1Q(p1),

C ′i(0) = (−1)i
(
−
(
n−1
i−1
)
∂1Q(p1)+

i−2∑
k=0

(
n−i+k
k

)
(∂2Q(p1) + . . .+ ∂n−i+k+2Q(p1))di−k−1

)
for i = 2, . . . , n.

Proof. Let P (λ) = det(λId − DX(t)(p1)) be the characteristic polynomial of the matrix
DX(t)(p1). For abbreviation, we write ∂iQ instead of ∂iQ(p1) for i = 1, . . . , n. Thus

P (λ) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(λ+ (d+ 1)− t∂1Q) (−d− t∂2Q) −t∂3Q −t∂4Q . . . −t∂n−1Q −t∂nQ
d (λ+ 1) −d 0 . . . 0 0

d 0 (λ+ 1) −d
. . . 0 0

...
...

. . . . . . . . . . . .
...

d 0 0 0 . . . −d 0
d 0 0 0 . . . (λ+ 1) −d
d 0 0 0 . . . 0 (λ+ 1)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

Set W1 = λ + (d + 1) − t∂1Q, W2 = −d − t∂2Q, and Wi = −t∂iQ, for i = 3, . . . , n. To
estimate the determinant, we divide the last row of the above matrix by λ+ 1. Hence we have

P (λ) = (λ+ 1)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

W1 W2 W3 W4 . . . Wn−1 Wn

d (λ+ 1) −d 0 . . . 0 0

d 0 (λ+ 1) −d
. . . 0 0

...
...

. . . . . . . . . . . .
...

d 0 0 0 . . . −d 0
d 0 0 0 . . . (λ+ 1) −d(
d

λ+ 1

)1

0 0 0 . . . 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

We take the n-th row multiplied by −Wn and add it to the first row. We now consider the n-th
row multiplied by d and we add it to the (n− 1)-th row. Dividing the (n− 1)-th row by λ+ 1
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gives

P (λ) = (λ+ 1)2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(
W1 −

(
d

λ+ 1

)
Wn

)
W2 W3 W4 . . . Wn−2 Wn−1

d (λ+ 1) −d 0 . . . 0 0

d 0 (λ+ 1) −d
. . . 0 0

...
...

. . . . . . . . . . . .
...

d 0 0 0 . . . (λ+ 1) −d(
d

λ+ 1
+

(
d

λ+ 1

)2
)

0 0 0 . . . 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

We apply similar arguments to the new matrix. Iterating this process leads to

P (λ) =(λ+ 1)n−1

∣∣∣∣∣∣∣∣∣∣

(
W1 −

(
d

λ+ 1

)
Wn − . . .−

(
d

λ+ 1

)n−2
W3

)
W2(

d

λ+ 1
+ . . .+

(
d

λ+ 1

)n−1)
1

∣∣∣∣∣∣∣∣∣∣
=(λ+ 1)n−1W1 − d(λ+ 1)n−2Wn + . . .+

−
(
d(λ+ 1)n−2 + d2(λ+ 1)n−3 + . . .+ dn−2(λ+ 1)

)
W3+

−
(
d(λ+ 1)n−2 + d2(λ+ 1)n−3 + . . .+ dn−2(λ+ 1) + dn−1

)
W2.

This yields

P (λ) =(λ+ 1)n + (λ+ 1)n−1(d− t∂1Q)+

d(λ+ 1)n−2(d+ t(∂2Q . . .+ ∂nQ))+

d2(λ+ 1)n−3(d+ t(∂2Q . . .+ ∂n−1Q)) + . . .+

dn−2(λ+ 1)(d+ t(∂2Q+ ∂3Q)) + dn−1(d+ t∂2Q).

Since P (λ) =
n∑
i=0

(−1)iλn−iCi(t), we get ∂tP (λ)|t=0 =
n∑
i=1

(−1)iλn−iC ′i(0). From this the

formulas of the lemma follow. �

We can identify which vectors are not in the kernel of the linear map T1.

Lemma 4.4. Let d, n ∈ Z such that d ≥ 2 and n ≥ 3. Let Q 6= xd2 be the monomial
Q = xi11 . . . x

in
n of degree less than or equal to d. Assume that Q 6= xr+1

1 xr2 . . . x
r
n, where r ∈ Z>0

such that d = (n+ 1)r + 1, whenever r exists. Then Q∂1 /∈ ker(T1).

Proof. Let

Ci(t) = Ci(D(XJd + t(Q− xd2)∂1)(p1)).

Observe that p1 is a singularity of XJd + t(Q − xd2)∂1. Suppose the assertion of the lemma is
false. Then (Q− xd2)∂1 ∈ ker(T1) and we have

i
C ′1(0)

C1(0)
− C ′i(0)

Ci(0)
= 0 for i = 2, . . . , n.
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Set in+1 = d− (i1 + . . .+ in). Writing i2 = d− i1 − (i3 + . . .+ in+1) and applying Lemma 4.3
and equation (2.1) to the above equation yields

(in+1 − i1)d+ n(i1 + in+1)− i1(n− 1) = 0, (4.2)

(i1(1− i) + in−i+3 + . . .+ in+1)di−1+

i−2∑
k=1

((
n− i+ k

k

)
((1− i)i1 + in−i+3+k + . . .+ in+1)+

n

(
n− i+ k − 1

k − 1

)
(i1 + in−i+2+k + . . .+ in+1)

)
di−k−1+(

n− 2

i− 2

)
(nin+1 + i1) = 0 (4.3)

for i = 3, . . . , n. From (4.2) it follows that

i1 + nin+1 = (i1 − in+1)d ≥ 0 and (4.4)
i1(d− 1) = in+1(d+ n) (4.5)

Replacing (4.4) in (4.3) for i = 3 we get

2i1(d− 1) = (in + in+1)(d+ n).

From this and (4.5), we deduce that in = in+1. We replace in by in+1 in (4.3) for i = 4 and use
(4.4) and (4.5) to conclude that in−1 = in+1. We deduce that i3 = . . . = in+1. Substituting this
into (4.4) we obtain

(i1 − in+1)(d− 1) = (n+ 1)in+1.

Since d = i1 + i2 + . . .+ in+1, we have

d = (i1 − in+1)d+ i2 − in+1. (4.6)

Observe that if i1 = in+1, then i2 = d, which is a contradiction. Combining (4.4) and (4.6) we
obtain i1 = in+1 + 1 and i2 = in+1. Thus d = (n+ 1)in+1 + 1, a contradiction. This finishes the
proof. �

The rank of the linear map T1 restricted to an eigenspace of dimension n depends on the
exponents of the monomial that define the eigenspace.

Lemma 4.5. Let n, d ∈ Z such that d ≥ 2 and n ≥ 3. Let xI = xi11 . . . x
in
n be a monomial of

degree less than or equar to d− 1. Then we have

rankT1|{xjxI∂j |j=1,...,n} = rankMd,I .

Proof. Recall that in+1 = d− 1− (i1 + . . .+ in). By Lemma 4.2 we have

T1(x2x
I∂2) = T1(xi2+1

1 xi32 . . . x
in+1
n xi1n+1∂1),

T1(x3x
I∂3) = T1(xi3+1

1 xi42 . . . x
i1
n x

i2
n+1∂1), . . . ,

T1(xnx
I∂n) = T1(xin+1

1 x
in+1

2 . . . x
in−1

n+1 ∂1).

It will cause no confusion if we denote ij for ij mod (n+1). Set

Qj(x1, . . . , xn+1) = x
ij+1
1 x

ij+1

2 . . . xij+n−1
n x

ij+n
n+1 − xd2.

Let
Ci,Qj (t) = Ci(D(XJd + tQj∂1)(p1)),
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where t ∈ C. For simplicity of notation, set Ci(0) = Ci,Qj (0), for i = 1, . . . , n− 1, j = 1, . . . , n.
Note that

p1 ∈ Sing(XJd + tQj∂1).

Observe that the linear transformation T1 restricted to the space generated by

{xjxI∂j | j = 1, . . . , n}

has the same rank as 

2
C ′1,Qj (0)

C1(0)
−
C ′2,Qj (0)

C2(0)

3
C ′1,Qj (0)

C1(0)
−
C ′3,Qj (0)

C3(0)
...

n
C ′1,Qj (0)

C1(0)
−
C ′n,Qj (0)

Cn(0)


1≤j≤n

. (4.7)

Since Qj(p1) = 0, we can use Lemma 4.3 to get

∂1Qj = ij + 1,

∂2Qj = ij+1 − d,
∂kQj = ij+k−1 for k = 3, . . . , n+ 1 and j = 1, . . . , n.

Therefore for i = 2, . . . , n and j = 1, . . . , n, we get

iCi(0)C ′1,Qj (0)− C1(0)C ′i,Qj (0) =i(ij + 1)

i∑
k=0

(
n− i+ k

k

)
di−k+

(d+ n)

(
i−2∑
k=0

(
n− i+ k

k

)
(ij+1 − d+ ij+2+

. . .+ ij+n+k−i+1)di−k−1 −
(
n− 1

i− 1

)
(ij + 1)

)
.

Replacing ij+1 − d + ij+2 + . . . + ij+n+k−i+1 by −(ij + 1 + ij+n+k−i+2 + . . . + ij+n) into the
above expression yields

2C2(0)C ′1,Qj (0)− C1(0)C ′2,Qj (0) = d((ij + 1− ij+n)d− (ij + 1 + nij+n)),

iCi(0)C ′1,Qj (0)− C1(0)C ′i,Qj (0) =

d(((i− 1)(ij + 1)− (ij+n−i+2 + . . .+ ij+n))di−1+

i−2∑
k=1

((
n− i+ k

k

)
((i− 1)(ij + 1)− (ij+n+k−i+2 + . . .+ ij+n))+

−n
(
n− i+ k − 1

k − 1

)
(ij + 1 + ij+n+k−i+1 + . . .+ ij+n)

)
di−k−1+

− (ij + 1 + nij+n)

(
n− 2

i− 2

)
),

for i = 3, . . . , n and j = 1, . . . , n. This implies that we have to calculate the rank of the following
matrix
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(ij + 1− ij+n)d− (ij + 1 + nij+n)[
(2(ij + 1)− (ij+n−1 + ij+n))d2+
((n− 2)(2(ij + 1)− ij+n)− n(ij + 1 + ij+n−1 + ij+n))d− (ij + 1 + nij+n)(n− 2)]

1

d
(4C4(0)C ′1,Qj (0)− C1(0)C ′4,Qj (0))

...
1

d
(nCn(0)C ′1,Qj (0)− C1(0)C ′n,Qj (0))


1≤j≤n

.

We first take the first row multiplied by −(n− 2) and add it to the second row. We divide the
second row by d. Thus the above matrix is similar to

d(ij + 1− ij+n)− (ij + 1 + nij+n)
(2(ij + 1)− (ij+n−1 + ij+n))d− (2(ij + 1) + n(ij+n−1 + ij+n))

1

d
(4C4(0)C ′1,Qj (0)− C1(0)C ′4,Qj (0))

...
1

d
(nCn(0)C ′1,Qj (0)− C1(0)C ′n,Qj (0))


1≤j≤n

.

Take the first row multiplied by −2 and add it to the second row. We divide the second row by
(d+ n). Then the above matrix is similar to

(ij + 1− ij+n)d− (ij + 1 + nij+n)
ij+n − ij+n−1

1

d
(4C4(0)C ′1,Qj (0)− C1(0)C ′4,Qj (0))

...
1

d
(nCn(0)C ′1,Qj (0)− C1(0)C ′n,Qj (0))


1≤j≤n

.

Considering the last matrix, we see that the j-th entry of its third row is

3(ij + 1)− (ij+n−2 + ij+n−1 + ij+n))d3+

((n− 3)(3(ij + 1)− (ij+n−1 + ij+n−1 + ij+n))+

− n(ij + 1 + ij+n−2 + ij+n−1 + ij+n))d2+((
n− 2

2

)
(3(ij + 1)− ij+n)− n(n− 3)(ij + 1 + ij+n−1 + ij+n)

)
d+

− (ij + 1 + nij+n)

(
n− 2

2

)
.

We take the second row multiplied by −(d3 + (2n − 3)d2 + n(n − 3)d) and add it to the third
one. Next, we add −

(
n−2
2

)
times the first row to the third one. Dividing by d the third row, its

j-th entry is

(3(ij + 1)− (ij+n−2 + 2ij+n))d2+

((n− 3)(3(ij + 1)− 2ij+n)− n(ij + 1 + ij+n−2 + 2ij+n))d+

− 2(n− 3)(ij + 1 + nij+n).
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We add −2(n− 3) times the first row to the third one and divide it by d. We then add −3 times
the first row to the third one and divide it by (d+ n). The resulting third row has j-th entry

ij+n − ij+n−2.
In this way the matrix (4.7) is similar to

(ij + 1− ij+n)d− (ij + 1 + nij+n)
ij+n − ij+n−1
ij+n − ij+n−2

1

d
(5C5(0)C ′1,Qj (0)− C1(0)C ′5,Qj (0))

...
1

d
(nCn(0)C ′1,Qj (0)− C1(0)C ′n,Qj (0))


1≤j≤n

.

We proceed analogously with the following rows and notice that the matrix (4.7) has the same
rank as 

(ij − ij+n)(d− 1) + d− 1− (n+ 1)ij+n
ij+n − ij+n−1

. . .
ij+n − ij+2


1≤j≤n

.

Since d − 1 = ij − ij+n + ij+1 − ij+n + . . . + ij+n−1 − ij+n + (n + 1)ij+n, the above matrix is
similar to Md,I . �

We can now estimate the rank of the local Baum-Bott map at the Jouanolou foliation.

Proof of Theorem 2.14. By Lemma 4.1 we need to find rankT1|Ej for each eigenspace Ej of
A∗. From Theorem 3.8 we see that there are only eigenspaces of dimension 1, 2, n and n + 1.
We will examine each case.

(a) We will see that∑
dimEj=1

rank(T1|Ej ) = (n+ 1)

[(
n+ d− 1

n− 1

)
− 3(n− 1)

]
.

From item 4 of Theorem 3.8, eigenspaces of dimension 1 are generated by (S∗)k(xI∂1) for
k = 0, . . . , n such that xI /∈ D. Using Lemmas 3.6 and 4.2 yields∑

dimEi=1

rank(T1|Ei) = (n+ 1)
∑
xI /∈D

rank(T1(xI∂1)).

Lemma 4.4 implies that xI∂1 /∈ ker(T1), for every xI /∈ D. Then the assertion follows.
(b) We will show that the total rank at the eigenspaces of dimension 2 of A∗ is

N∑
j=1

dimEj=2

rankT1|Ej =

{
(n+ 1)(2n− 3) , if n is even.

(n+ 1)(2n− 4) +
n+ 1

2
, if n is odd.

Remember that E2r =< xd−12 xr∂1, x
d
1+r∂2 > and Er =< xd−1r xn+1∂1, x

d−1
1 xr−1∂r >. From item

3 of Theorem 3.8 and Lemma 4.2 we have:
If n is even, then

N∑
j=1

dimEj=2

rankT1|Ej = (n+ 1)


n+2
2∑

r=3

rankT1|Er +

n+1∑
r=3

rankT1|E2r

 .
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If n is odd, then

N∑
j=1

dimEj=2

rankT1|Ej = (n+ 1)


n+1
2∑

r=3

rankT1|Er +
n+1∑
r=3

rankT1|E2r

+
n+ 1

2
rankT1|E n+3

2
.

We have three cases:
(b.1) We will see that rankT1|E2r = 1, for r = 3, . . . , n+ 1. Indeed, by Lemma 4.2 we have

rankT1|E2r = rankT1|〈xrxd−1
2 ∂1,xdr∂1〉.

Let us define

Q(x1, . . . , xn) =

{
dxrx

d−1
2 − xdr − (d− 1)xd2 , if r = 3, . . . , n.

dxd−12 − 1− (d− 1)xd2 , if r = n+ 1.

Observe that p1 ∈ Sing(XJd + tQ∂1), for all t ∈ C. Since

det(λId +D(XJd + tQ∂1)(p1)) = det(λId +DXJd(p1)),

we see that BB(XJd + tQ∂1, p1) = BB(XJd , p1), for all t ∈ C. Hence Q∂1 ∈ ker(T1). From
Lemma 4.4 we conclude that rankT1|E2r = 1, for r = 3, . . . , n+ 1.

(b.2) We assert that if n = 2K + 1 or n = 2K for some positive integer K, then

rankT1|Er = 2, for r = 3, . . . ,K + 1.

By Lemma 4.2, T1(xr−1x
d−1
1 ∂r) = T1(xn+1x

d−1
n−r+3∂1). Since 3 ≤ r ≤ K + 1, the polynomials

xd−1n−r+3xn+1 and xd−1r xn+1 are different. Suppose there exist some α ∈ C such that
T1(xd−1r xn+1∂1) = αT1(xd−1n−r+3xn+1∂1). Let Q1 = xd−1r xn+1 − xd2, and Q2 = xd−1n−r+3xn+1 − xd2.
Then

∂2Q1 = −d, ∂rQ1 = d− 1, ∂2Q2 = −d and ∂n−r+3Q2 = d− 1.

We see that T1(Q1∂1) = αT1(Q2∂1). Observe that p1 ∈ Sing(XJd + tQj∂1), for j = 1, 2 and
t ∈ C. Let us denote

Ci,Qj (t) = Ci(D(XJd + tQj∂1)(p1)).

Using Lemma 4.3 we obtain C ′i,Q1
(0) = αC ′i,Q2

(0), for i = 2, . . . , n. Therefore

C ′2,Q1
(0) = C ′2,Q2

(0) = −d

and we conclude that α = 1. Hence 0 = C ′r,Q1
(0)−C ′r,Q2

(0) = (−1)r(d−1)dr−1, a contradiction.
(b.3) Lemmas 4.2 and 4.4 imply that

rankT1|E n+3
2

= dim
〈
T1

(
xd−1n+3

2

xn+1∂1

)〉
= 1.

(c) From Theorem 3.8 each eigenspace of dimension n is generated by

{xjxI∂j | j = 1, . . . , n}, where I ∈ Zn≥0 and |I| ≤ d− 1.

We use Lemma 4.5 to calculate the rank of T1 restricted to those eigenspaces.
(d) Theorem 3.8 shows that there is only one eigenspace of dimension n+ 1, which is Ed. By

Lemma 4.2, it is contained in the kernel of T1. �

For degree-2 foliations on even-dimensional projective spaces, we estimate the generic rank of
the Baum-Bott map using the Jouanolou foliation.
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Proof of Theorem 2.15. Let n ≥ 4 be an even number. It suffices to show that the rank of
the local Baum-Bott map BB : Folred(n, 2) → (Cn−1)N at the degree-2 Jouanolou foliation
is equal to the upper bound given in Proposition 2.7. By Theorem 2.14, if we prove that
rankM2,I = n− 1, the assertion follows. Denote Ok×j the zero matrix k × j. We observe that

Md,I =

[
d+ 1 d 01×(n−2)

0(n−2)×1 0(n−2)×1 Idn−2

]
ij+1 − ij
ij+2 − ij+1

...
ij+n − ij+n−1


1≤j≤n

,

where i1 + . . .+ in+1 = d− 1. We only need to show that

det[(ij+i − ij+i−1)]1≤i,j≤n 6= 0.

Set

Mk =


−1 1 0 . . . 0 0
0 −1 1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . −1 1
0 0 0 . . . 0 −1


k×k

,

and let us denote byMT
n−k the transpose of the matrixMn−k. Since d = 2 and i1+. . .+in+1 = 1,

it follows that

det[(ij+i − ij+i−1)]1≤i,j≤n =

(−1)
(n−1)n

2

∣∣∣∣ 0k×n−k Mk

−MT
n−k 0(n−k)×k

∣∣∣∣ , if ik = 1
and 1 ≤ k ≤ n.

−(−1)
(n−1)n

2 MT
n , if in+1 = 1.

In any case, we conclude that det[(ij+i − ij+i−1)]1≤i,j≤n 6= 0. �

Proof of Theorem 2.18. Let I = (i1, i2, i3) ∈ Z3
≥0 such that |I| ≤ d − 1. By Theorem 2.14,

we have to calculate the rank of

Md,I =

[
d+ 1 d 0

0 0 1

] ij+1 − ij
ij+2 − ij+1

ij+3 − ij+2


1≤j≤3

.

Let us analize the determinant of the matrix i2 − i1 i3 − i2 i4 − i3
i3 − i2 i4 − i3 i1 − i4
i4 − i3 i1 − i4 i2 − i1


If a = i3 − i1, b = i4 − i2 and c = i3 − i2, then the determinant of the above matrix is
−(a+ b− 2c)(a2 + b2). If the determinant is equal to zero, we have two cases.

First case: a = b = 0. This implies i3 = i1, i4 = i2. If rankMd,I = 1, then d = 2r + 1 and
i1 6= i2, where r = i1 + i2. If rankMd,I = 0, then r = i1 = i2 = i3 = i4 and d = 4r + 1.

Second case: a + b − 2c = 0. This means that i4 = i3 − i2 + i1. If rankMd,I = 0, then
i1 = i2 = i3 = i4 = r and d = 4r + 1. If rankMd,I > 0, then rankMd,I = 2.

In view of the results, if d = 4r+1, there are 2r eigenspaces of dimension 3 such that the rank
of T1 restricted to each of those eigenspaces is one, and there is one eigenspace of dimension 3
that is in the kernel of the linear map DBB(XJd , p1). If d = 4r+ 3, there are 2r+ 2 eigenspaces
of dimension 3 such that the rank of the linear map T1 restricted to each of those eigenspaces is
one. We obtain the result by replacing this information in Theorem 2.14. �

In some cases it appears another eigenspace that is in the kernel of T1.
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Corollary 4.6. Let n, d ≥ 3. If there exists r ∈ Z>0 such that d = (n + 1)r + 1, then
xjx

r
1x
r
2 . . . x

r
n∂j is in the kernel of T1 : Vd → Cn−1, for j = 1, . . . , n.

Remark 4.7. The Baum-Bott Residues Theorem 2.1 holds for higher dimensional foliations on
complex manifolds. More precisely, let F be a singular holomorphic foliation of dimension p on
a compact complex manifold M of dimension n and φ be a homogeneous symmetric polynomial
of degree n − p + 1. Suppose that the singular set Sing(F) of F has dimension at most p − 1.
Let Z be an irreducible component of dimension p−1 of Sing(F) satisfying Baum-Bott’s generic
condition. Let Bq be a ball centered at q of dimension n−p+1, sufficiently small and transversal
to Z in q. Then, the Baum-Bott residue is given by

Resφ(F , Z) = Resφ(F|Bq ; q)[Z],

where Resφ(F|Bq ; q) ∈ C represents the Grothendieck residue at q of the one dimensional foliation
F|Bq on Bq, see [2, Theorem 3]. In a recent work, Corrêa and Lourenço [5] showed that the
identity above holds regardless Baum-Bott’s generic condition. Now, consider the component
H of the space of foliation of dimension p and degree d on Pn whose generic element is the
linear pullback of a one-dimensional foliation of degree d on Pn−p+1, see [7]. Therefore, since
Resφ(F|Bq ; q) does not depend on the choices, we have a well defined Baum-Bott map

BB(H) : H 99K (Pn−p)N/SN
defined in the natural way, where N denotes the number of singularities of a foliation of degree
d on Pn−p+1. The rank of BB(H) is clearly the same of

BB : Fol(n− p+ 1, d) 99K (Pn−p)N/SN .

Remark 4.8. It will be interesting to consider the problem of determining the rank of the
orbital Baum-Bott map on weighted projective spaces P(a0, . . . , an), by using the Baum-Bott
residues theorem in the complex orbifold context, which follows from [6].
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